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Research






          Interests: 

     

    My research
      revolves around a single focus: Continual
      Learning in Artificial Intelligence, which tries to
      answer one queston: If you can give an agent a single algorithm at
      its inception and then stand back and let it learn forever after
      that all on its own, what do you put into that algorithm to allow
      the agent to continue to learn, develop and improve forever? How
      should an artificial agent begin the unending process of learning
      and development, so that it is constantly improving its ability to
      comprehend and interract with the world?  My 1994
      dissertation, Continual Learning in Reinforcement
        Environments, explored this and related issues in
      depth.  Although many ideas discussed in the dissertation
      have more recently fallen into favor, at the time of their
      publication, much of the work was far from the beaten path. 
    

    

    There are
      many potential mechanisms for artificial continual learning, but
      the first one I developed was called the Temporal Transition
      Hierarchies (TTH) algorithm, which was the first temporal function
      approximator that intelligently and incrementally increased
      history length to resolve contradictions.  TTH's form
      expectation hierarchies, and as such represent a (perhaps
      unwitting) predecessor to predictive state representations (PSRs)
      in that they explicitly encode all future action and observation
      trajectories as contingencies over intervening actions and
      observations.  The algorithm, which was also presented as an
      incremental method for learning FSAs (NIPS 5, 1992), was first and foremost intended
      for use in reinforcement environments (SAB 2, 1992).

    

    More recent
      work has focused on organizing behaviors according to their
      similarities (using the "Motmap") and making predictions about
      long-term behavior-dependent predictions (Forecasts).

    

    I've also
      done some very interesting work with Laurent Orseau on the safety
      of infinitely powerful AI (and not-quite-so-powerful AI), and
      explored some potentially deep philosophical issues that can, for
      the first time, be studied formally using methods based on the
      theory of computation.
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